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Abstract—Volume exploration is an important issue in scientific visualization. Research on volume exploration has been focused on
revealing hidden structures in volumetric data. While the information of individual structures or features is useful in practice, spatial
relations between structures are also important in many applications and can provide further insights into the data. In this paper, we
systematically study the extraction, representation, exploration, and visualization of spatial relations in volumetric data and propose a
novel relation-aware visualization pipeline for volume exploration. In our pipeline, various relations in the volume are first defined and
measured using region connection calculus (RCC) and then represented using a graph interface called relation graph. With RCC and
the relation graph, relation query and interactive exploration can be conducted in a comprehensive and intuitive way. The visualization
process is further assisted with relation-revealing viewpoint selection and color and opacity enhancement. We also introduce a quality
assessment scheme which evaluates the perception of spatial relations in the rendered images. Experiments on various datasets
demonstrate the practical use of our system in exploratory visualization.

Index Terms—Exploratory Visualization, Relation-Based Visualization, Visualization Pipeline.

1 INTRODUCTION

Effective volume visualization is a challenging yet important problem.
It concerns not only the rendering of scalar or vector datasets as im-
ages, but also how to discover meaningful information and present
them in a comprehensible manner. The ultimate goal of the visual-
ization process is to provide useful insights into datasets. It relies on
exploration techniques to facilitate the search of useful features in the
volume and visualization techniques to convey these findings to view-
ers through rendered images. With the advancement of data acquisi-
tion techniques and scientific simulation methods, the difficulties in
data exploration and analysis have increased with the complexity and
size of the volumes. It requires efficient ways of understanding the
data by extracting meaningful features in the volume and providing
effective visual representations of the data to viewers.

Most of the conventional methods place emphasis in conveying de-
tails of the desired features or structures by exposing them clearly to
viewers in the results. However, spatial relations between the struc-
tures in a volume are also of interest to viewers. For example, surgical
planning for cardiovascular operations requires not only a proper illus-
tration of the shape of the pathological vessels and organs, but also the
spatial relations (e.g., how close they are) between them. Such spatial
relation information of structures is crucial for visual analysis and the
understanding of volumetric data in various applications.

Volume visualization, especially direct volume rendering, provides
a powerful scheme for users to understand the spatial relations be-
tween structures as more structures can now be revealed in a single
volume rendered image. Unlike the relations between opaque objects
in typical 3D computer graphics, spatial relation analysis for volume
rendered images is more complicated due to the property of semi-
transparent structures. The relations between multi-transparent lay-
ers may be misinterpreted in the rendered images because of missing
depth order information and severe overlapping. Therefore, traditional
methods such as scene graph are no longer adequate in dealing with
the complicated relation between structures in volume rendered im-
ages. Current volume visualization systems highly depend on manual
inspection to reveal various relations such as separate, overlapping,

• The authors are with the Department of Computer Science and

Engineering, The Hong Kong University of Science and Technology, Clear

Water Bay, Kowloon, Hong Kong.

E-mail: {pazuchan|huamin|kkchung|nullmak|wuyc}@cse.ust.hk.

Manuscript received 31 March 2008; accepted 1 August 2008; posted online

19 October 2008; mailed on 13 October 2008.

For information on obtaining reprints of this article, please send

e-mailto:tvcg@computer.org.

touching, and enclosing between 3D structures. The process is time-
consuming and prone to error. Thus, a systematic and semi-automatic
scheme to explore the spatial relations between structures is highly de-
sirable and can greatly facilitate the visualization process. To achieve
this, we first need a precise way to describe all possible spatial re-
lations between 3D structures. These spatial relations may be fuzzy
because of the nature of some volumetric data. Then, an efficient and
automatic way of extracting basic structures in a volume and estab-
lishing their spatial relations can be developed. Quantitative measure-
ments become possible after the relations are recognized. By abstract-
ing the volume as a set of structures together with the relations among
them, a more comprehensible and manageable interface is available
for viewers to accomplish visualization tasks more easily.

In this paper, we propose a relation-aware visualization pipeline for
exploring volumetric data. Relations between structures in a volume
are defined with respect to region connection calculus and are repre-
sented as a relation graph for easy understanding and navigation. Vi-
sualization techniques are suggested for revealing the spatial relations.
The objective of this work is to deliver a new visualization paradigm
for better understanding, presentation, navigation, and visualization
of volumes based on relations. The advantage of relation-driven vi-
sualization is that it allows analysis of data in a new perspective and
exploration on the data can be carried out based on relations instead
of low-level parameter adjustment. To our best knowledge, this is
the first comprehensive visualization framework dedicated to reveal-
ing and analyzing the relations between structures in volumetric data.
The contributions of the paper are listed as follows:

• Spatial relation formulations based on region connection calcu-
lus are proposed to define and measure relations between struc-
tures, which can be incorporated in the visualization pipeline.

• Based on the measured relations, we design a comprehensive
framework dedicated to relation exploration and visualization.

• To assess the correctness and expressiveness of the results in
revealing the relations in the volume, a relation-based image
quality measurement is proposed to evaluate the rendered image
quality based on the composition and relations between struc-
tures in the image and data domains.

This paper is organized as follows. We first introduce the previous
work in Section 2. An overview of the proposed framework is de-
scribed in Section 3. The spatial relation definitions and measurements
are covered in Section 4. The relation graph interface for presentation
and navigation of relations is described in Section 5. The proposed
relation-based image quality assessment scheme is described in Sec-
tion 6. The visualization methods for relations are covered in Section
7. The experimental results and discussions are described in Section 8
and 9. Finally, the conclusions are drawn in Section 10.
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2 PREVIOUS WORK

In this section, we first review the typical visualization pipeline and
its various enhancements. Then, related work on spatial relation is
discussed. We will also briefly survey previous work on segmentation
and classification, illustrative visualization, viewpoint selection, and
graph interface.

Volume Exploration In a typical volume exploration pipeline,
volumetric data are turned into images through data processing, classi-
fication, rendering parameter settings, rendering, and user interaction
phases. The pipeline can be enhanced and tailored for different appli-
cations. Tremendous efforts have been spent to automate the whole
process. For example, [21] suggested an intuitive exploration frame-
work in which visualization is based on analogy (provenance informa-
tion) and query-by-examples. VisTrails [1] simplifies the specification
of visualization pipelines in multiple-views and provides a scalable
mechanism for generating different visualizations. A comprehensive
knowledge-based system for volume exploration and navigation can
be found in [15]. To the best of our knowledge, none of the previous
pipelines have fully addressed the issues of spatial relations between
structures in volumes.

Spatial Relation Spatial relations between 3D objects have been
studied in several research fields. In computer graphics, scene graph
[23] is a commonly used tree data structure for representing the hi-
erarchical relation of geometric objects. The major purpose of scene
graph is to efficiently model and organize objects. In contrast, our
work focuses on data analysis. Thus, more relations other than hierar-
chy are considered. The query, revealing, and enhancement of various
relations are addressed in our work but not in the scene graph. In vol-
ume visualization, previous work mainly focuses on the topology of
iso-surfaces and their relations. For example, [14] used topology in-
formation in raster-based representation of data for efficient rendering.
The topological features in a volume were also considered in a frame-
work proposed in [25]. The contour tree has been used to explore
the relation between iso-surfaces and their evolution [24]. The spatial
ranges, extent, and shape of structures in the context of fuzzy classi-
fication were considered in [16]. However, general spatial relations
between transparent and fuzzy objects have not been fully addressed
before. Spatial relations have also been studied in the field of artifi-
cial intelligence. Randell and Cohn [7] developed a theory based on
the connectivity between regions to give a reasoning on spatial rela-
tions. Various spatial relations can be defined using algebraic logic
[6, 18]. We found that the algebraic logic provides a solid foundation
for spatial reasoning. Thus, we adopt and extend the algebraic logic to
formulate the relations between structures in a volume.

Segmentation and Classification Important features in volu-
metric data can be better revealed through appropriate segmentation or
classification. Segmentation is a well studied problem in computer vi-
sion and medical imaging. Some well-established segmentation meth-
ods can be found in various books and surveys [11]. In volume visu-
alization, classification is usually achieved by transfer function spec-
ification. Transfer function design has been a hot research topic in
scientific visualization for many years. An excellent survey can be
found in [13]. A preliminary segmentation or classification based on
domain knowledge is usually performed in typical systems in order to
identify interesting features for users’ specific requirements. In our
framework, we also conduct a preliminary segmentation before rela-
tion analysis for more accuracy.

Illustrative Rendering Illustrative rendering [8, 20] can help re-
vealing important features in a volume for interactive exploration and
visual analysis. Non-photorealistic and importance-driven volume
rendering [26] is more effective in some applications. Various illus-
tration techniques have been proposed and can be found in existing
visualization systems. VolumeShop [4] combines artistic visual styles
and expressive visualization techniques to improve the expressiveness
of the rendered images. Semantic layers [19] allow intuitive specifica-
tion of visual styles to volumetric attributes using fuzzy logic. Illustra-

tive rendering techniques such as suggestive lines are exploited in our
system to enhance the relations between structures.

Viewpoint Selection Viewpoint selection is an important issue
in volume visualization and has been studied by several researchers.
Takahashi et al. [24] proposed a view-entropy-based method to choose
proper views for revealing important features in the volume. Bordoloi
and Shen [3] suggested that good viewpoints should provide higher
visibilities to the more important voxels and thus proposed a voxel-
based entropy function as a goodness measure of viewpoints. In this
paper, we extend the viewpoint selection method in [3] to better reveal
the relation between structures.

Graph Interface Graph can naturally represent relations between
objects. In recent years, various graph-based interfaces have been de-
veloped. For example, Jankun-Kelly and Ma developed a focus + con-
text graph visualization method called MoireGraphs [12] for graphs
with image nodes. Ma [17] proposed the use of an image graph to
demonstrate resulting images with respect to parameter changes. Gen-
eral node-link graph visualization methods have been used in volume
visualization to support visual programming [21]. In this paper, we
design a graph interface called relation graph tailored for spatial re-
lation encoding, analysis, and exploration. For a graph-based inter-
face, visual clutter reduction and graph interaction are two fundamen-
tal and well investigated problems. To reduce visual clutter, various
approaches such as filtering, clustering, and line displacement have
been proposed in graph visualization [9]. Yi et al. [28] summarized a
set of interaction techniques like Select, Encode, Abstract/Elabotrate,
and Connect to help evaluate interaction techniques in information vi-
sualization. Most of these visual clutter reduction and graph interac-
tion techniques can be directly applied to our system.

3 FRAMEWORK OVERVIEW

Our proposed relation-based visualization pipeline consists of several
processes and an overview of the framework is shown in Fig. 1. Given
a volumetric data, different segments of structures are extracted and
treated as primitive entities for relation establishment. Based on re-
lation logic and measurements, relations between entities are derived.
These relations and entities are represented in a node-link diagram
called relation graph. With supported interactions and selection fa-
cilities as well as relation query operations, patterns of structures and
their relations can be discovered by viewers.

In the interaction feedback loop, users can refine the relation graph
and select interesting structures and relations for detailed analysis.
The selected relation entities are visualized with the help of the pro-
posed critical-region-based solution for viewpoint selection and im-
age enhancement. The intermediate results are then evaluated using
our relation-based image quality assessment scheme which consists
of a set of relation rules and quality measures. The results are also
enhanced to improve visual perception and resolve ambiguities in re-
lations. This guarantees that the relations are faithfully revealed in the
final results. The details of each process will be covered in the later
sections.

Relation Visualization

User Interactions
Image Evaluation

Graph 
Construction

Segmentation

Intermediate DVRIs

Volume Data Segmented 
Structures

Relation 
Estimation

Relation Graph

Viewpoint Selection

Image Enhancement

Relation Coherence

Image Quality

Enhanced DVRIs
Relation Selection

Clustering and Filtering

Relation Query

Fig. 1. Flow chart showing the relation-aware visualization pipeline.
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4 SPATIAL RELATIONS

Spatial relations have significant implications in volume understand-
ing. The spatial composition of structures and their spatial locations
and relative positions in a volume are important information to be ac-
quired in the analysis process. Viewers give a proper reasoning to form
ideas through the spatial relations between structures. High-level rea-
soning and interpretation, as well as measurements of the data, can
also be conducted based on this information. In fact, many user inter-
actions (e.g., rotation of data) performed are for exploring the spatial
relations between observed objects. Such information should be prop-
erly delivered in the visualization process.

4.1 Relation Definitions

The previous work on spatial reasoning [7, 18] in artificial intelligence
provides a well-established theoretical foundation for an abstract and
qualitative description of spatial relations between structures. In the
past, mathematical topology, which considers points as the primitive
elements, formed the fundamental aspect of spatial reasoning. How-
ever, many recent works tend to take regions of space as the primitive
elements as it is more intuitive to our reasoning in physical objects.

Region Connection Calculus (RCC) [18], as a widely adopted
region-based approach in spatial reasoning, suggests several logical
definitions on spatial relations. This theory is founded on the basis of
connectivity C between regions S and various relations can be derived
using a set of algebraic logic (Table 1) based on this connectivity prop-
erty. Spatial relations are classified into different hierarchical classes
using the algebraic logic of RCC. Given any two objects, it can be
first classified as connected (C) or discrete from (DR). Then, they
can be further classified into one of its sub-classes until the bottom of
the hierarchy. DC (separate), EC (touch), P (part-of), and PO (par-
tially overlap) are the typical relations found in volumes. In addition
to the basic relations defined in RCC, there are several extensions [6]
which further distinguish the region inside and outside of the convex
boundary of the object. In this paper, we only use the basic relations
(DC,EC,NTPP,T PP,EQ,TPPi,NTPPi,PO) in the original RCC in
our system and categorize them into four relations (DC,EC,PO,P),
according to their original hierarchical structure [18], for visualization
and analysis. The relations can give abstract reasoning on volumetric
data. In the later sections, the logic will be turned into quantitative
measures which indicate the degree of conformation to relation defini-
tions and are used for relation analysis. In practice, such relations can
be commonly found between structural layers in simulation datasets or
anatomical structures in medical datasets. For example, nested layers
in a protein dataset can be interpreted as a series of “part-of” (P) or
“partially overlapping” (PO) relations. More examples will be shown
in the experiments.

Table 1. Algebraic logic representing spatial relations.
Relation Description logical expression

DC(si,sj) disconnected ¬C(si,sj)

P(si,sj) part of ∀sk[C(sk,si) → C(sk,sj)]

PP(si,sj) proper part of P(si,sj)∧¬P(sj,si)

EQ(si,sj) identical with P(si,sj)∧P(sj,si)

O(si,sj) overlapping ∃sk[P(sk,si)∧P(sk,sj)]

DR(si,sj) discrete from ¬O(si,sj)

PO(si,sj) partially overlapping O(si,sj)∧¬P(si,sj)∧¬P(sj,si)

EC(si,sj) externally connected C(si,sj)∧¬O(si,sj)

TPP(si,sj) tangential proper part PP(si,sj)∧∃sk[EC(sk,si)∧EC(sk,si)]

NTPP(si,sj) nontangential proper part PP(si,sj)∧¬∃sk[EC(sk,si)∧EC(sk,sj)]

4.2 Primitive Elements

To apply RCC, we assume that a volume consists of different struc-
tures or spatial regions with physical boundaries. The whole volume
is first segmented into smaller homogenous regions called segments
which form the basic components of the volume in the relation com-
putation. While an anatomical structure may be classified as one or
a set of components, it will be perceived as a coherent entity in the

relation graph (Section 5) owing to strong connectivity and similar in-
tensity values.

We apply typical region growing and watershed approaches [2] on
the volume to preliminarily segment different basic structures in a vol-
ume. The segmentation process is marker-controlled and is driven by
a criterion function (e.g., gradient). The level-set based approach is
also applied to take the shape prior into account in the segmentation.
For deriving abstract relations in the volumes, the segmentation is not
necessarily very accurate (e.g., over-segmented) and can be refined in
the later steps. The overlapping of regions may occur due to the fus-
ing of structures, vague boundaries, or partial volume effect. A con-
fidence value is defined to capture the uncertainty in such segmented
regions. Consider that different classes ai of structures can be modeled
as a set of Gaussian mixture models with respect to their intensities.
Each region can be mapped to one of the classes with a specific in-
tensity profile. In the overlapping or boundary regions between the
segmented regions (or background), we can estimate the constitution
as conditional probabilities at voxel x (i.e., confidence values):

px(ai) =
px(ai|I(x))

∑n
k=0 px(ak|I(x))

(1)

where I(x) is the intensity at x and n is the number of constituent com-
ponents. This information is used in calculating the fuzzy relations be-
tween the components later. In fact, other segmentation methods can
also be applied and confidence values are available for those multi-
label approaches. For hard segmentation, the confidence value will
be 1. A hash table is used to store the label combinations that exist
in the volume and each voxel is assigned a key representing its label
information. The number of combinations is usually limited because
overlapping is not common and usually involves only two segments
in typical volumes. Therefore, this approach allows efficient memory
usage. Although the table lookup may introduce overhead, it does not
affect the exploration and rendering speed as label information is only
required for preprocessing relations and assessing image quality.

4.3 Relation Measures

After the segmentation, we have a set of segmented structures S =
{si|i = 1 . . .n} which are the basic components in the volume. To
quantitatively measure the relations, we extend the original RCC logic
and express the relations in a numeric and precise manner. Based on
the spatial logic in Table 1, we apply fuzzy logic [10] and define a
specific membership function for each relation. As precise boundaries
of structures may be hard to define in a volume, fuzzy relations [22]
are defined for vague regions, as a generalization of the original RCC.
Each part of the structure is assigned a confidence value in the segmen-
tation process. This value indicates the uncertainty in classification of
a part to a certain class of structures and is considered in the member-
ship functions.

To apply fuzzy logic [10] in spatial reasoning, the relations are de-
fined in the general form of

R = {((si,s j),rcon(si,s j))|(si,s j) ∈ S×S} (2)

where (si,s j) is an ordered pair of segments in S and rcon is a mem-
bership function. We have to first define the membership function rcon

for connectivity, which is the foundation of all relations in RCC. At
every point x in the volume space, we examine its connectivity with
the segment si and s j. We define a binary function φ(x) which returns
1 if it is connected to both segments, or else 0. The portion of the
segments being connected with other segments indicates the degree of
connectivity. The membership function is therefore expressed as

rcon(si,s j) =
∑x∈S ηxφ(x)

∑x∈si

⋃

s j
ηx

(3)

ηx = max{p(s1), . . . , p(sn)} (4)

where ηx represents the maximum confidence value at point x. The
membership functions of the rest of the spatial relations defined in
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RCC (Table 1) can be derived from the connectivity rcon [10] as















































rdc(si,s j) = 1− rcon(si,s j)

rp(si,s j) = minsk∈S{max{1− rcon(sk ,si),rcon(sk ,s j)}}

rpp(si,s j) = min{rp(si,s j),1− rp(s j ,si)}

req(si,s j) = min{rp(si,s j),rp(s j ,si)}

ro(si,s j) = maxsk∈S{min{rp(sk,si),rp(sk ,s j)}}

rpo(si,s j) = min{ro(si,s j),1− rp(si,s j),1− rp(s j ,si)}

rdr(si,s j) = 1− ro(si,s j)

rec(si,s j) = min{rc(si,s j),1− ro(si,s j)}

rt pp(si,s j) = min{rpp(si,s j),maxsk∈S{min{rec(sk ,si),rec(sk,s j)}}}

rnt pp(si,s j) = min{rpp(si,s j),1−maxsk∈S{min{rec(sk,si),rec(sk ,s j)}}}

where r represents the strength of each relation. A threshold σ on the
strength is defined to determine the existence of each relation. With
segmented structures, relations between them are automatically com-
puted using these rules and membership functions. The objective is to
establish the relations between different parts of the volume such that
classification and navigation can be carried out.

5 RELATION GRAPH

Given a set of derived relations, we need an intuitive way to present
them to viewers. We introduce an interface called relation graph (see
Fig. 7) to facilitate the display and navigation of structures and their
relations. The nodes and links in the relation graph represent the seg-
ments and the spatial relations between them respectively. Compared
with typical semantic net representation, our graph representation not
only provides an abstract illustration and communication of the re-
lations between entities, but also facilitates exploration of useful re-
lations in complex scenarios. The contour tree was used in [25] to
capture the topological evolution of a level set as the iso-value varies.
It can effectively show the nesting relations (i.e., inclusion and separa-
tion) of iso-surfaces as a graph. Our relation graph is also a node-link
diagram, but we focus on structure segments instead of iso-surfaces.
In addition, we consider a more complete set of spatial relations.

Note that given any two nodes in the graph, we can always derive a
relation. The relation graph turns out to be a complete weighted graph.
A large number of links and nodes may result in severe visual clutter.
Therefore, we design an informative graph layout scheme and propose
some graph interaction methods for scalable and easy exploration of
relations between structures in the volume.

Graph Layout The y-axis in the relation graph represents the
scalar value or feature value of the segments. Each node is mapped to
a y-position according to the average scalar value of the correspond-
ing structure such that structures of the same category lie on a similar
height level in the graph. To utilize the space, nodes at each level are
evenly placed on the horizontal position. The nodes and edges can be
clustered together or dispelled away to reduce visual clutter. In our
system, we define a reference point (e.g., center of the volume) and
sort the horizontal position of the nodes based on the distance between
segments and the reference point to preserve their relative position in
the volume. Relations and their strengths are encoded using the color
and width of the links respectively. With this layout, segments belong-
ing to the same class tend to be positioned together and the types and
strengths of links between segments can be easily identified.

Graph Interaction Systematic exploration of the relation graph
and extraction of meaningful information from it are critical issues.
Therefore, a set of user operations are supported to allow interactive
exploration on the relations.

• Filtering - Users can filter nodes of specific segment size or type
(e.g., insignificant or unwanted structures) and enable or disable
the display of certain types of relations to reduce visual clutter.
In our system, very weak links and small isolated nodes (i.e.,
noise) can be automatically filtered out.

• Selection - Users can select any node or link in the graph. A
thumbnail image can be displayed next to each node for preview-
ing the segment. Segments are highlighted in the slice view and
rendering window upon selection.

• Node clustering and expanding - Users can group similar nodes
together into a single node to reduce visual clutter or expand the
clustered nodes for detailed analysis. Nodes belonging to the
same class with similar scalar or average values can be automat-
ically clustered together. Each class of nodes is represented as
either a single node or aggregation of nodes.

• Viewpoint selection - For any selected nodes and relations, users
can enable automatic viewpoint selection to better reveal the re-
lations from some optimal viewpoints (see Section 7).

• Relation query - Users can select one or a set of nodes, specify
some filtering conditions (e.g., type and size), and then query the
graph according to certain relations. All the nodes that satisfy
the filtering conditions and connect to the selected nodes with
the specified relations will be extracted and shown in a separate
graph along with the selected nodes.

With these user interactions, the clutter in the graph can be reduced
and the structures and their relations can be explored by users in an
intuitive and efficient way.

6 RELATION ANALYSIS

After selecting the relations or structures of interest in the relation
graph, the selected entities can be visualized in volume rendered im-
ages. However, the rendered images may raise ambiguity to viewers’
perception. Because of poor viewpoint selection or rendering param-
eter settings, spatial relations in the images may be misinterpreted by
viewers. In this section, we first examine the perceived spatial rela-
tions in rendered images, and then propose two schemes to evaluate
the quality of volume rendered images from the relation point of view.

6.1 Spatial Relations in Rendered Images

In the rendering process, different structures are projected on the ren-
dered image and each of them can be represented as a layer in the
image with certain opacity and boundary. The layers hold different
kinds of relations between themselves in the image. They are per-
ceived by viewers to interpret the spatial relations between structures
in the volume. For example, two separate layers in an image can be
interpreted as two separate structures in the volume. However, differ-
ent from the spatial relations which are invariant in the volume space,
the perceived relations in the image may be different from different
viewpoints, and are thus view-dependent. For example, separate ob-
jects may be interpreted as connected or overlapping from the images
rendered at certain viewpoints. The perceived relation can be affected
by occlusion, visual appearance, and spatial position of structures to
viewers. The relation may not be correctly perceived by viewers and
ambiguities arise in the projected images (See Fig. 3(a)).

Our objective is to ensure that spatial relations are correctly revealed
without being affected by perceived relations between the structures
in the images. Therefore, we propose an image quality assessment
scheme to evaluate the coherence of spatial relations in volume and
image domains. The evaluation process is divided into two parts -
rule-based relation analysis to check the consistency of the objective
relations existing in 3D space and the “subjective” relations perceived
in 2D images, and image quality measurements to assess the perceived
image quality in revealing the relations.

6.2 Rule-Based Relation Analysis

For each rendered image, we consider all the segments in the volume
and compute their corresponding visible layers and projection layers.
The projection layer captures the region in which the segment projects
on the image and the visible layer is the region in the image where the
segment is visible to viewers. This can be achieved by analyzing the
sampled points falling into the segments in the ray-casting process and
their accumulated opacities on the image.

In the image relation analysis, the relations in the image domain are
evaluated by applying RCC methodology on the visible layers of indi-
vidual entities (segments). Any disagreement between the relations in
volume and image domains are examined on a rule-by-rule basis. To
simplify the presentation, we categorize the aforementioned relations
into four main classes, namely separate, touch, overlap, and enclose.
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We derive several relation rules based on the perception of relations in
images and summarize them in Table 2. The compliance with these
rules ensures no ambiguity regarding the spatial relation perceived by
viewers in the rendered image. The results are classified into three
categories - agree, disagree, and ambiguous. Agree means that the
relations perceived in the image can faithfully reveal the relations in
the volume while disagree means that the result is misleading. For
example, separate objects should maintain the same relation in the im-
age and connected objects should not be separate in the image due
to rendering artifacts. Ambiguous cases, on the other hand, may be
interpreted by viewers in different ways and can cause potential am-
biguity. For example, overlapping of semi-transparent segment layers
may imply a separate or overlap relation due to the blending effect.

Table 2. Rule-based relation analysis.

Image

Volume Separate Connect Overlap Inclusion

Separate (DC) Agree Ambiguous Ambiguous Ambiguous

Connect (EC) Disagree Agree Ambiguous Ambiguous

Overlap (PO) Disagree Disagree Ambiguous Ambiguous

Inclusion (P/Pi) Disagree Disagree Disagree Ambiguous

6.3 Relation-Based Quality Assessment

Even if the rules are followed in the result, the relation can still be
unclear. For example, two connected structures may be perceived as a
single structure if they have a similar appearance and unclear bound-
aries in the image. As the rules only verify the general consistency
of the relation in image and volume domains, some detailed quality
measures are still needed to estimate the effectiveness of the result in
conveying the relation information. Due to poor rendering parameter
settings and other artifacts, the visible layers (structures) and thus the
relations may not be well-perceived. For example, part of the struc-
ture may be assigned a low opacity or occluded by other structures and
the relation becomes less obvious to viewers. Several quality metrics
including integrity, effective visibility, boundary strength, and visual
difference are proposed.

Integrity A structure (projection layer) may be occluded and be-
come fragmented such that users may not perceive these fragments as
one single structure. We interpret the integrity factor as the entropy of
fragments,

integrity = (1−∑
C

pc(x)logpc(x))
−1 (5)

where C is the set of fragments (disconnected components in the vis-
ible layer of a structure) and pc(x) is the probability of a point x in
the layer lying on fragment c. It attains the highest value for a single
visible fragment and lowest value for large number of small fragments
in similar size.

Effective Visibility It is the accumulated opacity in the ray-casting
process that the segment contributes to the final image. For each sam-
ple point, its contribution to the image is α(1−αaccum) where α and
αaccum are the assigned opacity of the sample point and the previously
accumulated opacity. The effective visibility of a segment at a point
on the image is given by compositing visibilities of all the sampling
points falling into the segment.

Boundary Strength It shows the clarity of the edges of the pro-
jection layer (i.e., silhouette of the structure) which may overlap with
other layers. It is derived from the response of the edge filter (Canny
edge detector) convolving on the boundary of the projection layer on
the image. A high boundary strength can avoid misunderstanding on
connectivity between discrete layers.

Visual Difference It indicates whether different visible layers are
differentiable in the image. The visual difference between the layers
is interpreted as the Euclidean distance between the average color of
the layers in the CIE LUV color space, which can effectively estimate
the visual variation of layers perceived by viewers.

7 RELATION VISUALIZATION

With the proposed relation analysis, we have a systematic way of
checking whether relations have been well revealed in rendered im-
ages. To further facilitate users to generate effective volume rendered
images that can better reveal various spatial relations and address the
ambiguity cases, we propose two advanced visualization techniques,
namely relation-revealing viewpoint selection and relation-based il-
lustrative visualization.

Separate OverlapTouch Enclose

Fig. 2. Critical regions (pink) in different spatial relations.

7.1 Relation-Revealing Viewpoint Selection

Viewpoint selection plays a critical role for revealing relations. Good
viewpoints can correctly reveal the relations while bad ones may lead
to misperception. A good viewpoint is determined by the exposure
of an important region in the volume [3]. Although the interval vol-
ume in [24] can effectively capture the region between different iso-
surfaces, the region of interest (ROI) in our case depends on the spe-
cific structures and relations concerned and may not be related to any
iso-surfaces. In our relation-based visualization, we first define critical
regions to depict the ROIs which can give a proper perception of the
relations.

In each relation, a critical region in which the relation appears is
defined. Visualizing these regions with the related structures can facil-
itate the understanding of the relations by viewers. The critical region
is defined as the region between the related structures. Next, we will
describe critical regions for various relations.

Separate Relation Objects are spatially disconnected (DC) and
a gap interval which can be opaque or transparent is present between
them. Such relations can be visualized by presenting the gap and pre-
serving the context as well to viewers.

Touch Relation Objects are externally connected (EC) with each
other and the relation is visualized at the touching regions which can
be boundaries or surfaces.

Overlap Relation Objects are partially overlapping (PO) with
each other and the overlapping region is defined as the critical region.

Enclose Relation An object is embedded in another object (P)
and the critical region is the interval between the boundaries of the
inner and outer objects.

A formal definition of the critical regions is shown in Eq. 6 and an
illustration is given in Fig. 2. Given any two segments ci and c j , the
critical regions of different relations are defined as,

Regiondc = {x|x ∈ convex(ci,c j)
⋂

¬(ci
∨

c j)}
Regionec/po = {x|x ∈ ci

⋂

c j}
Regionp = {x|x ∈ c j

⋂

¬ci}
(6)

For example, in separate relations we define only the gap between the
structures instead of the whole interval volume as the ROI. The region
can be computed by finding the convex hull covering the related struc-
tures while excluding the structures. Similarly, for the touch, overlap,
and enclose we define the intersecting surface or volume as the ROI.

Based on the critical regions, we can perform viewpoint selection
and view synthesis. The appropriateness of a viewpoint is determined
by the exposure and visibility of the critical regions in the final view.
The critical regions of the relations and structures concerned are con-
sidered as the regions of interest and we perform view-entropy analysis
[3] to select proper views for these regions. Moreover, view synthesis
is also performed based on the critical regions. Opacity modulation
and importance-driven volume rendering techniques [26] are applied
to improve the visibility of these regions by selectively suppressing the
context in the images.
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Fig. 3. (a) A sample case of ambiguity in a volume rendered image and a relation graph with the evaluation result to resolve the ambiguity. (b)-(c)
Illustration on suggestive lines for resolving various relation ambiguity cases.

7.2 Relation-Enhancing Illustrative Visualization

Good viewpoints may not always be available and ambiguities may be
unavoidable in volume rendered images. To address this problem, vi-
sual cues are added to the relation graph and volume rendered images
to alert viewers and resolve the ambiguities.

To ensure that the spatial relations are not misperceived in the ren-
dered image, the evaluation results from Section 6 are presented in
the relation graph to alert users. Based on the visibility measure, the
nodes of invisible segments become semi-transparent in the graph to
indicate the hidden or unclear structures in the image. The links be-
tween the visible nodes represent the relations revealed in the image.
A segment is considered not well-perceived if any of its integrity, ef-
fective visibility, visual difference, or boundary strength is too low.
Similarly, a relation is not well-perceived if it is classified as ambigu-
ous or disagree. The nodes and links of these problematic structures
and relations are highlighted in the relation graph. The boundaries of
the nodes are thickened and the links are rendered as thick dashed lines
to allow users to easily identify them in the graph.

To enhance the perception and resolve the ambiguities of a selected
relation (Fig. 3), visual aids can be applied on the image. For the am-
biguous cases, we use suggestive lines on the silhouette of the struc-
tures (i.e., boundaries of projection layers) to encode the proper re-
lation. In fact, wrong perceptions are due to the unclear depth order
of structures and their connectivity (separate or overlap). The sugges-
tive lines are therefore selectively added on the image as visual cues
to describe this information. Fig. 3(b) and 3(c) give an example use
of the suggestive lines to resolve ambiguity in overlap and enclose re-
lations on images. A suggestive line is added on the boundary of the
projection layer of a segment which is closer to viewers for overlap-
ping layers in the image. If other overlapping segments are connected
(touch or overlap) in the volume domain, the boundary of the over-
lapping region in the image will be highlighted with broken sugges-
tive lines. Different possible spatial relations are presented in different
ways. To enhance the perception, other depth cues [5] and illustrative
visualization techniques [27] may also be applied.

8 EXPERIMENTS

We conducted experiments on various datasets to demonstrate the ef-
fectiveness and utility of our pipeline. Our system was run on a
Dell machine (Pentium Core2Duo 6400, 2G RAM) equipped with an
NVIDIA GeForce 7600GTS graphics card. For simple illustration, the
relations are categorized into separate, touch, overlap, and enclose.
The links representing these relations are colored blue, red, yellow,
and green, respectively.

We first used the relation graph to illustrate different spatial rela-
tions derived from a hydrogen molecule dataset obtained by simula-
tion. Regions at three scalar values were selected and a relation graph
was computed. The separate relation between nodes from different
layers are removed. Fig. 4 shows the result of the experiment. In
the graph, the red links between the nodes of the outer layer indicate a
touch relation. The blue and green links show the separate and enclose
relations between the nodes. By observing the graph, the connectivity
and nested-layer topology of the molecules can be easily recognized.

All Segments

Touch

Separate

Enclose

Fig. 4. Experiment on a hydrogen dataset to demonstrate different spa-
tial relations between the extracted layers.

To demonstrate the relation analysis on volume rendered images,
we conducted an experiment on a knee CT dataset (379×229×305)
as shown in Fig. 5(a). The bones and their relations are shown in the
relation graph (Fig. 5(b)). They are loosely connected, which result in
touch and separate relations. The connected surfaces and the gap inter-
vals between the bones at the joint position provide useful information
for diagnosis of defects and surgical planning. We chose a rendered
image for evaluation and the results are encoded in the relation graph
in Fig. 5(c). The node of the left fibula is semi-transparent as it is
not visible in the image. The right fibula is partially occluded by the
tibia in the image and the spatial relation (i.e., touch) between them is
ambiguous from this image. Similarly, the touch relations between the
patellas and femurs are not clear. These ambiguities are indicated in
the highlighted links between the nodes of the bones. The enhanced
images in Fig. 5(c) with suggestive lines drawn on the related bones
clearly indicate the separate and touch relations. From the experiment,
we can see that the ambiguous relations shown in the rendered image
are clearly revealed in the graph and the suggestive lines in the image
can help express the actual relation between the structures.

To demonstrate the use of the relation graph in navigation and anal-
ysis, an experiment was conducted on an angiographic dataset (256-
cubic), as shown in Fig. 6. The data was acquired from a patient
suffering from arterial aneurysm (the bright balloon-like bulge). The
aneurysm and the vessels close to it must be identified in the surgi-
cal planning procedures. The vessel tree was segmented and branches
were found by breaking the bifurcation of the extracted vessel skele-
ton. In the relation graph, the branches of the vessels are represented
as nodes at similar intensity levels and the aneurysm is represented
as another node with much higher intensity. Only the touch relation
is illustrated in the graph as it is the main concern of this analysis.
The links between the aneurysm and vessel branches indicate that the
aneurysm is attached to some branches. To visualize the aneurysm and
the connected vessel branches, those links were selected and optimal
views were generated based on the view analysis. From this experi-
ment, we can see that the relation graph provides an intuitive naviga-
tion interface for users to systematically explore the relations between
structures and can assist the volume analysis (e.g., medical diagnosis).

Finally, an experiment on a human body dataset (512×512×469)
(Fig. 7) was conducted to demonstrate a sample workflow of the inter-
active exploration process with the supported operations. An artificial
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Fig. 5. Relation evaluation on a CT knee dataset: (a) An overview of the knee; (b) A relation graph and images generated to reveal the selected
relations on the graph; (c) A selected image (left bottom) with ambiguous relation (in small boxes) and the relation graph encoded with evaluation
information (left top) and enhanced images (right, 1-3) with suggestive lines for resolving the ambiguous relations.
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Fig. 6. Navigation on an angiographic dataset using relation graph: (a)
An overview of the data; (b)-(c) The optimal views generated for the
selected relation links.

object (bullet) was put into the data and the relation graph was used
to analyze the spatial relation between the object with other structures.
Although the object has been displayed in the rendered images, it was
occluded by contextual structures and the spatial relation information
was ambiguous due to the loss of depth perception. Operations like
rotation and clipping were required to reveal the object. Therefore, the
relation graph was used to ease the difficulty in the visualization and
analysis. As the body consists of various anatomical structures like
bones and organs, it results in a complicated relation graph and pre-
liminary filtering is necessary. The links of strong separate relation,
which represent the structures far from each other, have been made in-
visible to reduce visual clutter. Class clustering was further performed
to cluster nodes according to their class (scalar value). A collapsed
view on the structures and their associated relations was generated. To
remove unwanted structures from the graph, a relation query was then
performed to extract all the nodes that have enclose, overlap, touch
or weak separate relation with the object. The resulting graph shows
that the extracted nodes are all located near the chest position. The ex-
tracted class nodes can be selected and expanded for further analysis.
In the expanded view of the relation graph, we can examine the spatial
relation between the object with other structures. For example, it is
separate from the bones and organs but is enclosed by the lung. Visual
analysis can also be performed using the rendered images generated
based on the selected structures or relations. A complete workflow
and the results are shown in Fig. 7. From this experiment, we can
see that the graph can give an intuitive navigation of complex data and
allow interactive exploration on spatial relations in the data.

The performance of the system allows real-time exploration of the
volumetric data. Although it takes time to segment the volume and
measure the relations, the preprocessing operations are only performed
once and the visualization and exploration processes can then be per-
formed interactively. The processing time for the segmentation of vol-
umes depends on the algorithm used. In our experiment, the watershed
segmentation algorithm took about 30s to generate the segments for
the angiographic dataset. The relation computation also depends on

the number of segments found in the volume. Although it takes O(n2)
time for preprocessing, the logic computation is efficient and the num-
ber of segments are usually within a manageable size (∼ 50) for user
manipulation and analysis. For the angiographic dataset, it took about
10s to compute the relations between the vessel segments. The quality
assessment on the resulting images only involves several operations on
the images and can be performed efficiently.

9 DISCUSSIONS

From the experiments, we can see that our enhanced pipeline can ef-
fectively organize and visualize relations between different structures
in volumetric data. The utility of our relation-aware pipeline is three-
fold: as a comprehensive solution for relation-critical applications, as a
general effectiveness metric for volume rendered images, and as an ex-
ploration and analysis scheme for volumetric data. For relation-critical
applications such as vessel and bone surgeries, our new pipeline pro-
vides a complete framework for users to organize, display, query, and
enhance the relations between different structures in volumetric data.
For general volume visualization, our relation analysis methods can
help detect whether any misleading relations may be unexpectedly
introduced in the final direct volume rendered images. For the ex-
ploration of unknown complex datasets, our relation graph interface
can help users easily understand the structures and their relations in
the data. Because transparency is widely used in volume visualiza-
tion systems, the risk of mis-perception or ignorance of relations is
greatly increased for complex datasets. With our new pipeline, for
relation-related tasks, errors can be reduced and the response time can
be shortened.

One major weakness of our method is that our results are based
on segmentation. Precise segmentation is actually not required at the
beginning and the segmentation problem can be fixed during the lat-
ter stage. The RCC and segmentation are based on fuzzy classifica-
tion. Different thresholds can lead to different segmentations. The
resulting relation graph may actually provide useful feedback to the
segmentation process. For example, if the relation graph shows that
two structures are touching each other but it is untrue according to the
domain knowledge, then users can choose a different threshold. Our
framework does not require transfer functions. However, if a transfer
function is available, it may help our system to automatically filter out
the structures that users are not interested in and focus on the struc-
tures of high interest. For example, we can modulate the opacity of
the node in the graph. For each node in the graph, we simply render
the corresponding segments using the transfer function supplied by the
users. If the accumulated opacity is larger, then the node will become
more opaque and more visible. For totally transparent structures, the
nodes will be automatically pruned out. We will further explore this
idea in the future. Another concern is that the graph may become vi-
sually cluttered, making it less useful. Fortunately, graph visualization
is a thoroughly studied problem in information visualization and many
excellent clutter-reduction methods can be exploited.
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10 CONCLUSION

This paper described a new visualization paradigm for exploration of
spatial relations between structures in volumes. The relation explo-
ration can provide users with insights into the volumes in different per-
spectives. Several methods have been presented to facilitate the explo-
ration process. Spatial relations are defined based on spatial reasoning
logic (RCC) and a relation graph interface is designed for interactive
exploration of relations. To the best of our knowledge, it is the first
time RCC is introduced to volume visualization for exploring useful
spatial relations. To improve the visualization of relation, a critical-
region-based approach is suggested for viewpoint selection and image
enhancement. To guarantee satisfactory results which can effectively
convey the relation information, a quality assessment scheme is pro-
posed and enhanced views are generated for the purpose. In summary,
our pipeline allows classification, exploration, and visualization of re-
lations and facilitates the analysis of volumetric data in various appli-
cations. Complicated datasets can result in a large number of small
segments which require efforts to classify and cluster them interac-
tively in the relation graph. In the future, more advanced techniques
will be developed to facilitate user interactions on the graph such that
important features can be identified and desired results are achieved
more easily. Also, we will extend our framework to visualize other
relations and explore the use of the methods in different applications.
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