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Abstract— It is important for many different applications such as government and business intelligence to analyze and explore the
diffusion of public opinions on social media. However, the rapid propagation and great diversity of public opinions on social media pose
great challenges to effective analysis of opinion diffusion. In this paper, we introduce a visual analysis system called OpinionFlow
to empower analysts to detect opinion propagation patterns and glean insights. Inspired by the information diffusion model and
the theory of selective exposure, we develop an opinion diffusion model to approximate opinion propagation among Twitter users.
Accordingly, we design an opinion flow visualization that combines a Sankey graph with a tailored density map in one view to visually
convey diffusion of opinions among many users. A stacked tree is used to allow analysts to select topics of interest at different levels.
The stacked tree is synchronized with the opinion flow visualization to help users examine and compare diffusion patterns across
topics. Experiments and case studies on Twitter data demonstrate the effectiveness and usability of OpinionFlow.

Index Terms—Opinion visualization, opinion diffusion, opinion flow, influence estimation, kernel density estimation, level-of-detail.

1 INTRODUCTION

The effective tracing and analysis of opinion diffusion on social media
is valuable in many different scenarios [6,32]. For instance, a negative
opinion about a company can go viral almost instantly via online so-
cial networks if the situation is not detected and handled properly by
crisis communication professionals, leading to a public relations dis-
aster [5]. In contrast, if the diffusion of negative opinions is detected
immediately, the company can come up with a good crisis manage-
ment strategy to handle negative publicity and build customer trust
and loyalty. Therefore, detecting and analyzing opinion diffusion and
understanding the mechanism behind the diffusion are becoming in-
creasingly necessary. In recent years, tremendous progress has been
made in analyzing user opinions on social media [32]. However, pre-
vious studies have aimed to detect opinions in messages posted on
social media. Effective detection and analysis of opinion diffusion
on social media remains difficult, as opinions on social media exhibit
great diversity and can spread quickly to many users [37].

Two major obstacles to identifying and analyzing opinion diffu-
sion on social media are quantitative modeling of the diffusion and
interactive visualization of the detected diffusion. Most existing diffu-
sion models assume propagation of general information such as tweets
and links [14,20], but do not consider opinions that could also spread
among users. Even if the diffusion of opinions could be successfully
captured, intuitive visual representation of the discovered opinions is
the next major obstacle that must be overcome. Although existing
methods [7, 42] can effectively trace a diffusion path of information
among a small number of users, they may not easily scale up to many
users. In addition, these visualizations are not time-based visualiza-
tions. Thus, time-oriented analysis tasks face a great challenge in vi-
sual analysis and comparison of opinion diffusion. Moreover, existing
work [7] simply overlays opinion information onto a spreading con-
tagion (for example, a tweet on Twitter). Simultaneously tracing the
diffusion of opinions attached to multiple contagions is not easy.

To overcome the abovementioned obstacles, we introduce a visual
analytics system called OpinionFlow to visually trace and analyze the
diffusion of opinions on social media in large-scale events. Opinion
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diffusion is highly related to information diffusion, as an opinion is
usually attached to a piece of information to spread through social
networks. However, the diffusion of information does not necessar-
ily mean the diffusion of opinions. A user may not adopt the opinion
even if that user comes across the information. Thus, we borrow an
advanced diffusion model from information diffusion and expand the
model to capture the diffusion of opinions among many social media
users. The model is derived based on two observations. First, influ-
ential users on social media are more likely to change the opinions of
other users. Second, Selective Exposure [38], a fundamental theory
from media and communication studies, suggests that a user tends to
accept an opinion that is similar to his opinion. Thus, we incorporate
authority and opinion similarity factors into our model.

Opinion Flow is our core visualization for summarizing the prop-
agation of opinions. It is a composite visualization that combines a
Sankey graph with an improved density map to visually convey the
flow of opinions among users. The Sankey graph is used to visualize
the flow of users among different topics in an event over time, which
provides necessary context for opinion diffusion analysis. The density
map is created by using Kernel Density Estimation (KDE) with scaled
and oriented Gaussian kernels (called opinion kernels) to convey the
density and orientation information of opinion diffusion among users.
We also use a Bayesian Rose Tree (BRT) model [27] to detect a multi-
branch hierarchy of topics from a large number of tweets and display
the topic hierarchy by using a stacked topic tree. The tree is linked
to opinion flow to help users facilitate analysis of opinion diffusion in
different topics. Our system can deal with opinion diffusion among
a large number of users with the assistance of the hierarchical topic
structure and the scalable density map.

Our contributions can be summarized as follows:

e We propose expanding an information diffusion model to charac-
terize the propagation of opinions among many users regarding
different topics on social media.

e We design a new interactive visualization method called Opin-
ion Flow to visually summarize the opinion diffusion by using a
novel combination of a Sankey graph and a tailored density map.

e We develop an interactive visual analysis system to empower an
analyst to see the overall opinion pattern at different topic levels
and drill down into the details to examine specific patterns.

2 RELATED WORK

This section reviews and discusses a few research areas that are closely
related to our work of visual analysis of opinion diffusion.

2.1 Topic-based Text Visualization

Topic-based text visualization has received considerable attention in
recent years [11,25,26,28,39,40]. ThemeRiver [22] is a classic topic-
based visualization method that utilizes a river metaphor to visually



illustrate evolving topics over time. Visual Backchannel [12] allows
users to visualize the topics extracted from streaming tweets by using
an improved stacked graph to better understand large-scale events on
Twitter. TextFlow [10] is a new visualization method that leverages
Sankey diagrams and stacked graphs to enable analysts to visually ex-
plore and analyze topic merging and splitting relationships over time.
HierarchicalTopics [13] uses an algorithm called topic rose tree to con-
struct a topic hierarchy in large text corpora and utilizes a hierarchical
ThemeRiver view to explore temporal changes of topics. Xu et al. [47]
introduced a visual analysis system that models and visualizes the dy-
namics of the competition among topics on social media.

The aforementioned approaches focus on visual exploration of
evolving topics, including content change and strength change. Un-
like these approaches, our work aims to illustrate opinion diffusion
patterns on social media. Technically, we developed an opinion dif-
fusion model to learn temporal patterns of positive and negative opin-
ions. An opinion flow visualization that combines a Sankey diagram
with a density map is presented to help users better understand the
complex opinion diffusion process.

2.2 Visual Opinion Analysis

Bar charts [8, 24] have been used to visualize feature-based opinion
information. OpinionSeer [46] employs a radial layout to visually
analyze feature-based opinions extracted from online hotel customer
reviews. Oelke et al. [31] introduced a feature-based visual opinion
analysis system that uses visual summary reports, cluster analysis, and
circular correlation map to analyze customer feedback. Rohrdantz et
al. [36] used time density plots and a pixel map calendar to allow for
feature-based opinion exploration of text document streams. Opin-
ionBlocks [23] creates a feature-based visual summary of opinions
from user reviews with a combination of advanced opinion mining
techniques and crowdsourcing. Feature-based opinion visualization is
particularly useful for exploring regular customer reviews, but it may
not work for analyzing opinions from short microblog messages that
usually do not have features.

Scatterplots [15, 30], bar charts [17,44], and rose plots [19] have
also been used to visualize document-level opinions from review com-
ments. Chen et al. [9] used multiple coordinated views, such as an arc
diagram and node-link diagrams, to visualize the dynamics of con-
flicting opinions. The Pulse system [16] uses a tree map to display
the topic clusters and their opinions. Our work can be regarded as a
sentence-level opinion visualization because we extract and visualize
the opinion information from short microblog messages.

In recent years, visual opinion analysis of microblog messages
has attracted much attention from the field [26, 48]. TwitInfo [29]
recall-normalizes aggregate opinion information to produce trustwor-
thy opinion overviews through pie charts. Hao et al. [21] present a vi-
sual analysis system with a pixel opinion geo map, key term geo map,
and self-organizing term association map to facilitate exploration and
analysis of customer feedback streams. SentiView [43] uses opinion
helix to display the trend of opinion change of each user. In contrast,
our work aims to visually analyze the diffusion of opinions among
users on social media. Unlike existing studies, we focus more on vi-
sualizing diffusion of opinions and we design a new visual metaphor
with a combination of an improved density map and a Sankey graph.

2.3 Visual Analysis of Information Diffusion

Visual analysis of information diffusion on social media has been the
subject of increasing attention from the industry [1,2] or academia [7,
42]. Cascade [1] is an interactive visualization developed by The New
York Times by using a three-dimensional node-link diagram in a ra-
dial layout. Nan et al. [7] introduced Whisper, which uses a visual
metaphor similar to sunflowers to facilitate analysis of information
propagation through spatio-temporal space. Ripples [42], a native vi-
sualization embedded directly into Google+, uses a balloon treemap
to display the propagation of all posts that contain a given link in a
complex cascade. However, these works [1,2,7,42] ignore complex
interactions among topics or contagions on social networks.

Our work mainly concentrates on diffusion of opinions rather than
diffusion of general information. It can be distinguished from other
approaches in two aspects. First, we use a new model to approximate
opinion propagation among users. Most other diffusion models can
help characterize the diffusion of concrete pieces of information such
as posts [42]. However, they cannot predict the diffusion of more ab-
stract opinions among users. Second, we design a new visualization
method called Opinion Flow that combines a Sankey graph and a tai-
lored density map to display the dynamics of opinion flow. The node-
link diagrams used in Cascade [1] and Whisper [7] are difficult to scale
up to show diffusion among many users. On the contrary, the opinion
flow map can easily scale up. Although Ripples [42] can also support
large numbers of nodes, smaller trees in the balloon treemap are barely
legible. Attaching opinion information to the nodes is straightforward
in existing works such as Whisper [7] to illustrate how a contagion
(such as a microblog message) diffuses with opinions. However, it
would introduce serious visual clutter when multiple contagions exist.

3 SYSTEM OVERVIEW
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Fig. 1. Three major parts of the system: (a) data preprocessing, (b)
diffusion modeling, and (c) interactive visualization.

Figure 1 illustrates our visual analysis system. It consists of three
major components: a data preprocessing component, a diffusion mod-
eling component, and an interactive visualization component.

The data preprocessing component (see Figure 1(a)) is used to col-
lect, maintain, and process tweets from Twitter. It incrementally up-
dates an index of the tweets and users collected from Twitter by using
Apache Lucene!, a high-performance, full-featured text search engine
library. The index allows other system components to efficiently re-
trieve desired information by issuing various queries. The component
also uses an advanced opinion mining technique based on Sentiment-
Specific Word Embedding (SSWE) [41] to extract opinion information
for each tweet. SSWE extracts an opinion of a tweet and assigns it a
real value that ranges from -1 to 1, which represents “most negative”
to “most positive”. Values close to 0 mean “neutral”. In addition,
we employ a high-performance algorithm called BRT [27] to cluster
tweets into a hierarchy of topics.

The diffusion modeling component employs a diffusion model to
approximate the diffusion among users between the successive time
stamps in every topic. Figure 1(b) shows an estimated diffusion net-
work between the successive time stamps #;_j, #;, and #;11. The in-
teractive visualization component (see Figure 1(c)) enables analysts to
see and interact with the diffusion patterns directly. It has three major

Ihttp:/lucene.apache.org/



linked views from left to right: a stacked tree for showing and interact-
ing with the hierarchical structure of the topics, an opinion flow map
for visualizing opinion diffusion, and a user/tweet list view for detailed
examination. The visualization component is closely coupled with the
preprocessing and modeling components.

4 TOWARD BETTER ANALYSIS OF OPINION DIFFUSION

This section discusses the user requirements and goals of our system.
In this project, we worked closely with three domain experts: two
professors of media and communication studies and one researcher in
opinion mining. They are not the co-authors of this paper but they are
all particularly interested in exploring and understanding opinion dif-
fusion on Twitter. We designed the system through multiple sessions
of participatory design with the domain experts. The major goal of the
technique is to help analysts understand how different users influence
each other emotionally on social media. In particular, we want to help
our target users quickly answer common questions about opinion dif-
fusion in an event. Based on the feedback of our users and previous
research on information diffusion and opinion analysis, we derived a
set of design goals for designing a visual opinion analysis system.
G1. Summarize dynamic opinion diffusion. All the experts sug-
gested that an overview of opinion propagation is essential for them to
begin their investigation and analysis. As a large-scale event usually
include many topics, the domain experts want to see and compare the
opinion diffusion among users in different topics over time. The do-
main experts also wanted to visualize the attention transition behavior
of users between different topics. Thus, the main topics, opinion diffu-
sion within each topic, and user transition behavior should be visually
conveyed in the overview.

G2. Organize tweets into a topic hierarchy. If the event contains
a large number of topics, the domain experts prefer to use a tree to
hierarchically organize these topics to facilitate analysis tasks. Ac-
cordingly, tree visualization is needed to coordinate with the topic vi-
sualization to allow users to smoothly explore opinion diffusion from
the high level to the low level.

G3. Examine user influence. For the analysis tasks, identifying in-
fluential users in each topic is essential after obtaining an overview of
opinion diffusion. Our target users also aim to determine what influ-
ential users are discussing in a very positive or negative moment, as
well as if and how they affect other users. Moreover, they intend to
examine whether the strength of the correlation with respect to opin-
ions shared by a pair of users is determined by the level of interaction
between the users.

G4. Navigate under flexible time granularity. The experts want
to navigate opinion diffusion smoothly under flexible time granular-
ity because the time span of an event can last from several minutes to
several months [12]. They hope that the visualization interface will
enable them to change the time window freely according to their in-
formation needs. With this function, they can explore a single event
and its related opinion diffusion under different time granularities.
GS5. Verify the “what if”” hypothesis. In events such as product pro-
motion, it is preferred to propagate positive opinions over the long
term. A possible method is to enhance positive promotion by several
opinion leaders. Knowing the strength and extent of the influence of
opinion leaders can facilitate the enhancement.

5 OPINION DIFFUSION MODEL
This section introduces our model for opinion diffusion and prediction.

5.1 Problem Statement

In this study, we observe the many tweets published by users regarding
a certain topic. Given each user u, we obtain a positive or negative
opinion value s(u,t,) at time #,, based on user tweets. To track the
propagation of an opinion on a specific topic over time, we examine
the spread of the opinion by different users at various times. Thus,
we infer the process of opinion diffusion across a group of users given
a certain topic. Specifically, we hypothesize how a single opinion is
diffused from one user to another. Time ¢, is infection time, during
which user u expresses a specific opinion. Given infection times (u,1,)

and (v,1,)(t, < t,), we estimate the probability of propagation P(u,v)
that this opinion spreads to user v.

5.2 Model Formulation

The probability of opinion propagation, P(u,v), is a conditional prob-
ability that an opinion (on a specific topic) from u will reach v. It
generally decreases with the difference in infection time between u
and v. According to the influence model in [18], we formulate P(u,v)
as a model of exponential waiting time that relies on the time variation
between infection times ¢, and #,.

P(u,v) = P(At) o< exp(—At/ax), (1

where At = |t, —1,| is the difference between two infection times and
« is a parameter that controls the speed of opinion propagation.

We improve this model in two ways to apply it to the opinion dif-
fusion process. First, we assume the influence of a user will impact
the speed of opinion propagation. As a result, we set different ¢, val-
ues for different users because the influence of users may vary across
other users. In our system, the Klout score [3], a widely used met-
ric to measure the level of user influence, is adopted to approximate
the influence of each user (¢, ). The Klout score is a combination of
three metrics: reach, amplification, and network. Reach is the average
number of people influenced by the message published on the Web by
the user. Amplification measures how likely it is that a user’s audi-
ence will respond to any given message of this user. And finally, the
Network score is a measurement of the influence of a user’s audience.
Second, people with similar opinions can be infected more easily by
one another, according to selective exposure theory [38]. Therefore,
we consider the difference in user opinions during propagation, and
expand Eq. (1) into

P(u,v) o< exp(—BAt /ot — wyy|As|), 2)

where @, is the Klout score of user u; As = |s(u,t,) —s(v,1,)| is the
variation in opinion value between users u and v, 3 is a parameter that
balances the importance of both terms in our model (in our implemen-
tation, B = 100), and w,, measures the strength of the relationship
between users u and v. We use retweet and co-mention counts to com-
pute wy,. Specifically, we compute P(u,v) by

1
P(u,v) = Zexp(—ﬁAt/Ocu — W |As]),

3
Z:Zexp(—ﬁAt/au—meAsD ®)

In product or brand promotion, the effect of negative opinions
should be limited, whereas positive ones should be widely promoted.
Thus, analysts seek to alter the opinion values and/or propagation
probability of a set of selected users. In the process, they hope to
change patterns of opinion diffusion. To support this task, the opin-
ion of users at time ¢ should be estimated according to the modified
opinion of the selected users from previous periods. Previous studies
and experiments [5, 33, 34] have shown that the emotions of a user
are influenced by previous emotional states and the people with whom
the user interacts. Therefore, we linearly combine these two terms
in our model of opinion diffusion. We assume that opinion diffusion
by a user involves the Markov property, which states that the current
opinion state of a user depends only on those of the related users at
time ¢ — 1. This assumption is based on the customer influence model
proposed by Richardson et al. [34]. Accordingly, we formulate the
opinion estimation model as

s(u,t) = (1=7)s(u,t — 1)+}/§P(v,u)'s(v,t—1), 4)

where s(u,t) is the opinion of user u at time 7; Y is a parameter that
indicates the extent to which a user intends to be influenced by the
opinion of others; and P(u,v)" denotes the influence of user u on user
v at time ¢. From a probabilistic perspective, influence can be viewed



|hashtag| | min(|users|) | |max(|users|)| | |S|/(|P|+|N])
Shutdown 30 131 500 0.68
PRISM 30 114 500 0.58
Microsoft 15 23 500 0.68

Table 1. Summary of the three datasets, |S| = max(|P|,|N|).

as the probability that u adopts the opinion of v at time ¢. Given a set
of opinion values formed by different users in a certain time range,
we derive the parameter 7y for each user using the least-square method.
After the y of each user is determined, we can use Eq. (4) to predict
the new opinion diffusion patterns based on user-initiated changes.

5.3 Evaluation
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Fig. 2. Accuracy rates of the prediction model on three datasets: (a)
shutdown, (b) PRISM, and (c) Microsoft.

We evaluated our prediction model with three datasets, namely,
shutdown, PRISM, and Microsoft datasets. The detailed description
of each dataset is provided in Section 7. Since the first two datasets are
larger, we randomly selected 30 hashtags with a time span of 20 days.
For the Microsoft dataset that is smaller in size, we randomly selected
15 hashtags with the same time span. For each hashtag, we selected
the most active users who published at least one tweet each day. Ta-
ble 1 summarizes the statistics of the datasets. |hashtag| is the number
of hashtags in each dataset, min(|users|) is the minimum number of
users who published tweets in any time slot, and |max(|users|) is the
maximum number of users who published tweets in any time slot. |P|
and |N| are the positive and negative tweet numbers. |S|/(|P|+ |N]) is
the dominant sentiment ratio in the dataset, which is the baseline for
measuring the performance of our prediction model.

The selected users’ opinions (extracted by SSWE) from the selected
time span were utilized as a sample data to evaluate the accuracy of our
prediction model. For each sample data we used the users’ opinions
for the first N} days as the training data to predict their opinions on
each of the next N, days. In our experiments, N; was selected from
{15,13,11,9} and N, was set as 5. We tested each pair of (N1,N;) to
comprehensively evaluate our prediction model. As part of the evalua-
tion, we calculated the prediction accuracy, which is the ratio between
the number of correct sentiment label (e.g., positive, negative, neutral)
predictions and the number of users at the predicted time point. In
our experiments, a correct prediction means that the predicted opinion
equals the ground-truth opinion.

Figure 2 shows the experimental results for the three datasets. In
this figure, each line represents a different N;. The X-axis is the day to
be predicted (prediction length) and the Y-axis encodes the accuracy.
The results indicate the following: first, our prediction model proved
to be pretty highly accurate. The minimum accuracy value was 0.61
and the maximum accuracy value was 0.91, which are all higher than
the baseline positive/negative tweet distribution. Second, the accuracy
decreased with an increase in prediction length. Third, less training
data will lead to lower prediction accuracy.

6 VISUALIZATION DESIGN

In designing our visualization techniques, we follow the design goals
discussed in Section 4 strictly. Figure 1(c) shows a visual stacked topic
tree (i.e., stacked tree), an opinion flow visualization, and a user/tweet
list view (from left to right). The stacked tree enables an analyst to eas-
ily navigate numerous tweets by organizing them according to a topic
hierarchy. The opinion flow visualizes opinion diffusion in different

selected topics, and the tweet/user list view facilitates the in-depth
analysis of opinion diffusion by providing additional information. The
following section details our visualization design.

6.1 Visual Stacked Tree

At a large-scale social media event, multiple topics are typically dis-
cussed. Our domain experts speculate that different topics may gener-
ate various opinion diffusion patterns. Hence, they observe and com-
pare opinion diffusion with respect to different topics (G1 to G2 in
Section 4). In many cases, topic hierarchies are naturally formed. Con-
sequently, we employ a state-of-the-art method of hierarchical cluster-
ing called BRT [27] to extract topics from a large collection of trees.

BRT is a multi-branch tree that can generate interpretable topic re-
sults in many real-world applications [4]. The BRT tree can also or-
ganize numerous tweets into a compact and interpretable tree, thus
enabling the smooth and effective navigation of large collections of
tweets. Tweets are usually short (140 characters only). If a tweet is
represented as a vector over the tweet collection vocabulary, the result-
ing vectors will be very sparse and BRT may not obtain a meaningful
topic hierarchy. Moreover, clustering millions of individual tweets us-
ing BRT is extremely time-consuming. In our implementation, we
first aggregate all tweets of every user for each hashtag at each time
point. After that, we use BRT to construct a topic hierarchy from the
aggregated tweets. This method can usually help produce good topic
hierarchies in a reasonable time. After we determine a topic hierarchy
based on the tweets, we draw a stacked tree (as indicated in Figure 1(c)
left). This tree is a combination of stacked tree nodes and tree nodes
composed of node-link diagrams. We stack the context tree nodes and
release only the focus nodes (as presented in Figure 3) to reserve pre-
cious screen space. The focus nodes are aligned with the related topic
strips of opinion flow (as exhibited in Figure 1(c) middle).

Stacked Released Stacked Released
nodes nodes nodes nodes
-/-“ [ |
A | E
— - ﬂ/
- .
(a) (b)

Fig. 3. (a) Tree whose node “B” is selected; (b) New tree created by
stacking nodes “A”, “B”, and “C” and releasing the child nodes of “B”.

6.2 Opinion Flow

The opinion flow visualization is the core component of our system.
To illustrate opinion diffusion and the transition between different top-
ics, this visualization combines a Sankey diagram with KDE. The fol-
lowing sections describe the visual design, opinion kernels used in
KDE, kernel placement strategy, and supported user interactions.

6.2.1

According to G1, the domain experts aim to visualize two types of
information flow: the flow of opinions across users and the flow of
users across topics. To coherently visualize both types of information
in one view, we employ a composite design strategy.

Visual Design

User Flow To display the flow of users across multiple topics,
we choose a Sankey graph as the basic user flow layout. Sankey dia-
grams are widely-accepted flow diagrams that illustrate the magnitude
of information flow [35]. Based on the diagrams, various visualiza-
tion techniques have been built, such as TextFlow [10]. Moreover, the
domain experts are all familiar with Sankey diagrams and confirm its
simplicity and usefulness with respect to information flow display. The
Sankey graph typically shows the information flow between a small
number of categories effectively. However, the graph may be cluttered
when it is used to show the flow across many categories. This prob-
lem can be addressed by our multi-branch topic tree, which can create
a relatively balanced topic hierarchy that contains a small number of
topics at every level. The user flow layout is detailed in Section 6.2.2.



Design based on Density Maps We apply a different flow
metaphor to depict opinion diffusion on the Sankey graph. The vi-
sualization based on the metaphor is the focus and should be differ-
entiated easily from the user flow (G1). We initially developed two
alternative designs: node-link diagrams and flow visualization. Our
expert users are very familiar with node-link diagrams. However, the
diagrams could be seriously cluttered when opinion diffusion is visu-
alized across numerous users. A second candidate design is to create
a vector field from our opinion diffusion model. This field can then
be exhibited through flow visualization techniques, such as line inte-
gral convolution. This design adopts the metaphor from the flow phe-
nomenon in the real world and is intuitive. Flow visualization assumes
that each flow path is equally important; however, this assumption is
relaxed in opinion diffusion because users may influence the opinions
of others at varying levels. Furthermore, flow paths are not allowed to
intersect in these techniques, unlike in opinion diffusion. Hence, these
two methods are not employed.

We employ density maps to visually represent the diffusion of opin-
ions among users based on the following considerations. First, den-
sity maps are very similar to the basic scatterplots utilized by expert
users in daily tasks of data analysis. Second, density maps are usu-
ally generated through KDE. This technique can plot many data items
without introducing serious visual clutter. Third, density maps can be
extended to produce a diffusion effect similar to that in the real world
(see Section 6.2.3). Therefore, density maps can show not only opin-
ion distribution, but also diffusion orientation. Moreover, visualization
based on KDE density maps enable diffusion intersections and diffu-
sion strengths to vary. In density maps, red and green visually encode
negative and positive opinions, respectively.

6.2.2 User Flow Layout

Figure 1(c) shows a user flow layout in which each horizontally ar-
ranged strip is associated with a topic (represented by a released node
in the stacked topic tree). Each strip visually conveys the temporal
variation in the amount of attention of users who post tweets about the
associated topic (the timeline starts from left to right). To enable a user
to better relate a strip to a topic, we also place the keywords of the topic
obtained by the BRT model onto the corresponding topic strip (see the
blue labels in Figure 1(c)). The size of a keyword visually encodes the
keyword frequency in the topic. We can also observe some transition
lines between different topic strips. Each line that connects two topic
strips represents the amount of user attention that flows between the
two corresponding topics.

Topic Strip. A user can belong to multiple topics because his
tweets can be classified into different topics. The attention level of
user i to topic k at time 7 (denoted by a;k) is the number of the tweets
(posted by the user at time 7) of the topic divided by the total number
of all the tweets (posted by the user at time #). The height of the cor-
responding topic strip at time ¢ is then determined by the aggregated
attention of all the users (who post tweets about topic k at time 7).

Transition Line. We use a greedy algorithm inspired by residual
network in network flow to compute attention transition of each user
between any two topics at time ¢ and 7 4 1, respectively. The method
first constructs a directed bipartite graph G = (U,V,E), with U and
V indicating the topics at time ¢ and ¢ + 1, respectively. E denotes
the edges representing topic similarity between topics in U and V.
The topic similarity computed by BRT is used as the priority of the
attention transition. An edge with a higher priority will be more likely
to have attention transition. Topic u € U has a residual of attention
ry =d.,, and topic v € V has a capacity of attention ¢, = aﬁ_tl. The
algorithm is listed below. '

(1). Select an edge (u,v) from E with the highest priority.

(2). Compute the maximum attention transition (ma) from u to v that
is allowed by ry, and ¢,. That is ma = min(r,, c,). Thus, we obtain
the attention transition from topic u to v.

(3). Update r, and ¢, by r, = r, —ma and ¢, = ¢, —ma.

(4). Mark the edge as solved and then select a new unmarked edge
from E with the highest priority among all the unmarked edges.

(5). Repeat the Step (2)-(4) again until all the edges in E are marked.

The attention transition of each user is independent from each other.
Thus, we compute the attention transition of each user between topics
from time ¢ to ¢ + 1, and then aggregate the attention transition of all
users to obtain the transition lines between topics from time ¢ to ¢ + 1.
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Fig. 4. (a) Adapted Gaussian kernel; (b) Scaled and rotated kernel.

Flow Layout. We construct a user flow layout according to two
important principles: aesthetics and legibility. Aesthetics can be en-
hanced by symmetrical objects, which can also improve object percep-
tion [45]. Therefore, we illustrate each strip symmetrically. According
to the legibility principle, a legible and unambiguous layout is gener-
ated. Specifically, we aim to reduce the number of crossings between
the topic strips and the transition lines. We optimize the order of the
strips such that topics connected by many transition lines are placed
next to each other. This optimization is achieved using a simple greedy
algorithm as follows. We sort the topic strips according to size. We
then position the strip with the largest number of users. Another strip
from among the remaining ones is then positioned such that it crosses
minimally with the topic strips in place. This process is repeated until
all of the strips are positioned. This process is efficient because each
level of the stacked topic tree contains only a dozen topics.

6.2.3 Opinion Kernels

We apply a Gaussian kernel in our KDE algorithm to visually display
an opinion of a user and its possible diffusion direction with regard to
a topic at a certain time stamp. The Gaussian kernel suits our particu-
lar scenario of opinion diffusion because the influence of an opinion is
expected to decay exponentially over time [37]. This process is simi-
lar to how the influence of a kernel on its surrounding region decays.
Furthermore, the Gaussian kernel is flexible and can be modified to
convey orientation information. We alter the shape of the basic Gaus-
sian kernel into a bullet because opinions move in a given direction.
The modified Gaussian kernel is described below.
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where o represents the standard deviation that determines the width
of the Gaussian kernel. We set 6 = 3 to produce good results in our
experiments. Figure 4 displays the adapted kernel.

Kernel Placement. The kernel is placed in a topic strip at time ¢
(i.e., the horizontal position) if the associated user tweets about the
topic at r. The vertical position of the kernel is mainly determined
by user influence; the level of influence of the user is represented by
proximity to the center vertical position. The influence is in turn de-
noted by Klout score. The kernel placement strategy of important-first
allows us to distinguish influential Twitter users in opinion diffusion
analysis. However, given a user having a certain influence level, the
user can could be placed either above the center vertical position (up-
per part of the strip), or below the center vertical position (lower part
of the strip). Thus, placing kernels solely based on the level of influ-
ence is not sufficient. In our implementation, we impose an additional
constraint to the kernel placement algorithm. If user A is influenced
by a group of other users at t-1, we will calculate the average vertical
position of the user group. If the average vertical position of the user
group is above the vertical center position in the topic strip, user A



will be placed in the upper part of the strip. Otherwise, user A will be
placed in the lower part of the strip. This strategy can help eliminate
the randomness and convey clearer patterns.

Kernel Scaling and Rotation. Once a kernel position is deter-
mined, we rotate and scale the kernel further to account for the ori-
entation and density of user opinion diffusion. Figure 4 depicts the
modified kernel. After a kernel of A is placed in a topic strip (Fig-
ure 4(a)), we use the diffusion model to obtain the persons (B, C, D)
who are most likely influenced by A. The kernel is then scaled by the
total number of the users who are influenced by A. Finally, we com-
pute kernel orientation according to the average of the directions to in-
fluenced users, which is weighted by propagation probability (P(u,v)
in Equation 4). Figure 4(b) shows the scaled and rotated kernel.

6.2.4 User Interactions

Opinion flow supports a rich set of user interactions for the in-depth
analysis of opinion propagation to meet design goal G3.

o Select Users for Detailed Examination. Users are allowed to
select a group of users for detailed examination (G3) from a rect-
angle region in a topic strip. Detailed information, including user
profiles and tweets, are provided in the tweet/user list view (as
indicated in the right panel of the user interface in Figure 1(c)).

e Interact with The Visual Topic Tree. When a node is selected,
its child topic nodes become the focus nodes and are released
to the right. All other nodes are stacked as context nodes. To
track changes for users, a sequence of staging animations are
displayed. The visualization of opinion flow is modified accord-
ingly to depict opinion diffusion regarding the new topics. Users
can also search for their topics of interest in a search box on top
of the tree (top left in Figure 1) using keywords. The tree nodes
containing the keywords are highlighted in blue.

e Trace Influence of Users on Opinion Diffusion. When a user
is selected from the user list view, the history of the user with re-
spect to the associated topic is highlighted in opinion flow using
a dark gray node-link diagram (see line in the middle of the Xbox
topic in Figure 1(c)). Choosing any node in the path displays the
diffusion paths that pass through the corresponding user at that
position (e.g., the blue node-link diagrams in Figure 9(a) and
(b)). In other words, an analyst can then examine who influences
the user prior to its current position and those who are influenced
by the user following this position.

o Navigate A Multi-scale Timeline. A user can visualize opinion
diffusion under flexible time granularity (e.g., minutes, hours,
days, or weeks) by interacting with the multi-scale timeline on
top of the opinion flow visualization (G4).

o Examine The Diffusion Behavior of Users. In the user list
view, we provide a set of small controls that enable an analyst
to select a group of users based on certain criteria, such as the
average opinion of users and user importance based on centrality
in the retweet network. An analyst can then analyze the behavior
of this particular group of users.

e Validate The “What If”” Hypothesis. What-if analysis allows
users to convert the opinions in the selected tweets at a time
point t, and recalculates and predicts the sentiments of the in-
fluenced tweets. Through this sentiment conversion, users can
test many different hypothetical scenarios and their outcomes.
Once a group of users are selected, analysts can observe the dis-
tribution of user opinions in a small pop-up window (as depicted
in Figure 8(d)). Analysts can modify the opinions of the selected
users using a sliding bar provided in the window. The opinion
flow visualization is immediately updated to reflect changes, thus
enabling an analyst to validate the what if hypothesis (G5).

e Remove Smaller Topics and Transitions. Showing too many
topics and transitions in one display could easily leads to serious
visual clutter. Our system has a sliding bar for an analyst to man-
ually adjust the size-threshold of visible topics and transitions.

6.3 User/Tweet List View

User/Tweet list view is used to provide detailed information regarding
the group of users selected from the opinion flow visualization (as dis-
played in Figure 1(c) right). The tweet list shows user tweets, which
can be sorted based on retweet count or creation time. A small colored
block is placed before the user name to indicate the opinion expressed
in the tweet. This user list also displays the profiles of the selected
users; thus, an analyst can locate a typical user in the search bar at
the top of the user list. These two lists coordinate effectively with the
opinion flow visualization.

7 EVALUATION

We evaluated our system by using three case studies to demonstrate
the usefulness of OpinionFlow. We also invited three domain experts
to use OpinionFlow and interviewed them to gather and summarize
their feedback. We tested OpinionFlow on a Dell workstation Z620
equipped with an Intel Xeon CPU (E5-2690, 2.9GHz), 32GB memory,
and an NVidia GPU graphics card (GTX 760 with 2GB RAM). The
data preprocessing including opinion mining and BRT clustering can
be completed in less than an hour. After the data were processed,
interactive visualization performance is achieved on the workstation.

7.1 Case Studies

We used three case studies with data sets collected from Twitter to
demonstrate the effectiveness and usefulness of OpinionFlow. The
data sets contained information on the 2013 US government shut-
down (7,734,728 tweets from June 1, 2013 to November 16, 2013),
the NSA’s PRISM program (5,335,830 tweets from June 1, 2013 to
November 16, 2013), and an IT company (1,564,487 tweets about Mi-
crosoft from April 1, 2013 to July 10, 2013) using related keywords
and hashtags such as “#shutdown”, “#prism”, and "Microsoft”.

7.1.1 PRISM Data

In the first case study, we tested our system by using Twitter data on
PRISM (a mass electronic surveillance and data mining program by
NSA of the U.S.). OpinionFlow can provide a concise and meaning-
ful visual summary of temporal variations in the popularity of topics
as well as user transitions among topics. Figure 5 shows an opinion
flow visualization with five major topics from top to bottom, namely,
legality (legal issue of PRISM), spying (NSAs surveillance and mass
spying), asylum (asylum of Snowden), Snowden (Edward Snowden),
and privacy (privacy concern of the public). We can see that the asy-
lum and Snowden topics became larger and more prominent in June,
2013 when NSA contractor Edward Snowden fled to Hong Kong and
disclosed the existence of PRISM to the public. We can observe a
thick transition line between the two topics in June. After reading
the related tweets, we discovered that this transition line was due to
Snowden leaving Hong Kong for Moscow on June 23 and numerous
interesting conversations during this period.

OpinionFlow allows us to view the overall opinion distribution in
different topics over time instantly. The overall red visualization in-
dicates that most Twitter users who talked about the topic held very
negative opinions about NSA’s surveillance program. Figure 6 (E)
also looks interesting because two different opinions competed each
other for a while and then an opinion became dominant. As a result
of the competition, it looks the negative opinion won, and it continued
throughout. OpinionFlow can also display the direction of opinion
propagation over time. Figure 5 shows many ellipse-like regions that
appear stretched from the middle to the top and bottom, which visu-
ally conveys a clear opinion diffusion pattern: opinions (regardless of
whether they are positive or negative) tended to flow from influential
users (middle) to common users (top or bottom). We speculate that in-
fluential users had more followers than common users and their tweets
and opinions could reach more users. These users were more authori-
tative and were therefore more likely to influence other common users.

OpinionFlow is useful for exploring how opinion diffusion is re-
lated to the strength of opinions and authority of users. An analyst can
select different users based on their Klout scores and profiles from the
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Fig. 5. Opinion Flow of PRISM data showing five major topics. A and D show the opinion diffusion paths for FoxNews with strong and weak
opinions, respectively. B and C show the opinion diffusion paths for a common user with strong and weak opinions, respectively.

user list view and examine and compare their diffusion paths interac-
tively. Two Twitter accounts with high Klout scores, i.e., FoxNews
and a common user (denoted as A), were selected from the user list
view. FoxNews is an important Twitter account that frequently re-
leases breaking news, while A is a grassroots user account with a
strong preference for political topics. We compared the spread of their
strong and weak opinions by displaying their diffusion paths. Fig-
ures 5 (A) and (D) indicate the paths for strong and weak opinions,
respectively, of FoxNews, whereas 5 (B) and (C) show the paths for
the strong and weak opinions, respectively, of the common user.
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Fig. 6. Opinion diffusion between two topics selected from Figure 5: (a)
Opinion diffusion of all the users; (b) Opinion diffusion for a group of
users who switched from the Snowden topic to the asylum topic.

These figures show very different opinion diffusion patterns. First,
authoritative accounts such as FoxNews tend to have a stronger influ-
ence on people’s opinions, and the effect of this influence lasts longer
than that of common user accounts. Second, accounts with stronger
opinions have a greater chance than accounts with weaker opinions
to influence the opinions of more people. We validated our obser-
vations by reading the tweets posted by FoxNews and A as well as
those posted by users influenced by them. We found that although
the links in Figures 5 (A)-(D) do not necessarily indicate direct con-
nections among users, their conversations contain not only content but
also opinions similar to that of FoxNews and A. Thus, we speculate
the linked users were influenced by FoxNews and A. Similar patterns
have been observed for other authoritative accounts and common user
accounts. Note that the opinion of user u at time ¢ only depends on
the opinion of the related users. The related users denote the users at
time r — 1 who are most likely to influence user u#. The links between
users are established based on the diffusion model. This case study
demonstrates that the model successfully infers the diffusion paths.

OpinionFlow allowed us to analyze opinion diffusion in the context
of user flow across topics. Figure 6 shows two topic strips selected

from Figure 5. The figure reveals that more users shifted their attention
from the Snowden topic to the asylum topic. We selected those users
by clicking on the transition line. The opinion flow visualization is
updated instantly to show opinion diffusion for those users. We found
that the selected users tended to have more positive opinions, whereas
other users posted more tweets that are critical of the U.S. government
(as shown by a comparison between Figures 6(a) and 6(b)). After these
users switched to the asylum topic, positive opinions on this topic in-
creased. For instance, the green region (positive opinions) highlighted
in a dashed rectangle in the asylum topic (Region A of Figure 6(b)) is
related to the event in which Snowden was nominated for the Sakharov
Prize by the EU Parliament. The users showed strong support by post-
ing tweets such as “article19law: we supports #Snowden nomination
for EU’s #Sakharov Prize for Freedom of Thought.”

71.2

Figure 1(c) shows an opinion flow visualization that uses the tweets
that pertain to Microsoft. Three major topics can be observed, namely,
business software such as dynamics and office, Xbox and games, and
Windows related topics. The Xbox topic was prominent with diverse
opinions. Thus, we expanded the corresponding node (highlighted in
Figure 1(c)) in the visual tree to provide a new view (Figure 7). We
focus our subsequent studies on the larger topic strip at the top.

IT Company Data
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Fig. 7. Opinion diffusion on the Xbox topic from the period between May
15 to 29 when Xbox One was announced.

The figure clearly shows that the Xbox topic was hot in late May.
We selected a region in the topic strip (see Region A in Figure 7) and
examined related tweets in the tweet list view. We found that Microsoft
held a press conference to officially introduce Xbox One. During the
press conference, most users posted tweets to express positive opinions
about the upcoming game console. Some negative opinions (in red
regions) could also be observed, which could be attributed to a variety
of factors such as compatibility issues.

The Xbox topic became popular again in early June due to another
Microsoft’s press conference in E3, in which Microsoft announced



the official launch date of the Xbox One and its retail price. We
can observe several interesting patterns. We changed the time range
of Figure 7 by using the timeline above OpinionFlow. Figure 8 left
shows the visual stacked tree of Figure 8(a) and (b). Figure 8 (a)
presents an interesting pattern where opinions changed quickly be-
tween positive and negative. After examining several tweets during
this time range, we discovered that before the E3, negative opinions
were mainly caused by privacy concerns about the new Kinect. When
the conference started, the users were attracted by the fancy games,
which caused them to express positive opinions about the new XBOX
console. However, when the conference ended, the users began to ex-
press their concerns about the digital right management (DRM) policy
of the console. The negative opinions on the DRM policy became
mainstream afterward. This opinion pattern reveals that overall user
opinions on Twitter could change rapidly with the development of a
large event and demonstrates OpinionFlow’s capability to trace evolv-
ing user opinions on Twitter.
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Fig. 8. (a) Original opinion diffusion; (b) New predicted diffusion when
the negative opinions in A in (a) are changed to positive; (c) Opinion dif-
fusion obtained by zooming in on Region B in (a) to June 19 using finer
time granularity; (d) a pop-up window for opinion diffusion prediction.

We can also see that users’ interest in the Xbox topic declined
quickly and negative opinions became the majority (Figure 8(a)). The
users complained about the retail price and DRM policy. Microsoft
finally announced that it would abandon its DRM policy on June 19,
2013. Figure 8(c) shows that some users were influenced by this an-
nouncement, as their opinions become positive after the statement.
However, overwhelming negative opinions still abound. We won-
dered what would happen if Microsoft took action and changed their
DRM policy quickly when the very first negative opinion about DRM
emerged. Region A in Figure 8(a) shows a group of selected users who
held very negative opinions about the DRM policy shortly after the
said policy was announced. We supposed that Microsoft changed the
policy quickly, which changed user opinions to highly positive. Our
diffusion model could help predict the subsequent opinion diffusion by
using the newly changed opinions as starting points. Figure 8(b) shows
the predicted result. We can observe that positive opinions could dif-
fuse broadly and public opinions became more positive. This result
implies that quick action is important in preventing the spread of neg-
ative opinions.

7.1.3 Shutdown Data

In this case study, we demonstrate the use of OpinionFlow to analyze
the roles of different users in spreading opinions during the event of the
U.S. government shutdown in 2013. Figure 9(a) shows an interesting
opinion diffusion path. The diffusion was started by a tweet from the
White House, which stated, “@speakerboehnercould pass a clean res-
olution to end the #governmentshutdowntoday. #justvote.” The diffu-
sion appeared to be mostly propagated through the center of the topic
strip for a couple of days, which suggests that the opinion diffused
through influential users (i.e., users in the center of the topic strip).
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Fig. 9. Opinion diffusion that originated from the White House (a) and
U.S. Senator Jack Reed (b).

Most of the grassroots users were influenced, but they did not spread
the opinion. We also discovered that media accounts played a signif-
icant role in spreading the opinion. Figure 9(b) presents another dif-
fusion path that originated from Senjackreed, which is the account of
U.S. Senator Jack Reed, who tweeted, “#shutdown is wasteful, coun-
terproductive; weakens job growth. time for house of representatives
to #justvote; reopen gov’t.” His opinion also propagated to a number
of users such as repgaramendi, which is the account of a U.S. con-
gressman. However, media accounts such as slate were still the ones
that were able to spread the opinion further. Our finding suggests that
media might have a greater effect on opinion diffusion on Twitter.
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Fig. 10. Opinion diffusion triggered by World War Il veterans who
crossed memorial barricades despite the shutdown.

Figure 10 shows another topic on the shutdown event; this topic is
denoted by a large green region surrounded by red regions. We were
curious about the presence of positive opinions about the shutdown
event. After reading a few tweets, we found that the topic focused on
World War II veterans who crossed memorial barricades despite the
shutdown. The green regions mainly showed positive opinions about
the veterans, while the red ones were mainly negative criticisms of the
government shutdown. We also discovered an interesting propagation
path that originated from danbalz, a journalist with The Washington
Post, who tweeted, “honor flight of ww2 vets just arrived from ms,
hoping to visit ww2 memorial. they say they hope it be open.” with a
positive opinion to show his respect for World War II veterans. This
opinion was further diffused to “nypost”, the official Twitter account of
The New York Post, who tweeted, “breaking: wwii vets knock down
barriers and take over their memorial in dc.” The tweet triggered more
criticisms of the shutdown event. The negative opinions went viral and
the negative opinions became dominant again. From this case study,
we demonstrate the usefulness of OpinionFlow for exploring and un-
derstanding the influence of different users in propagating opinions.

7.2 User Feedback

We conducted semi-structured interviews with three domain experts
from three universities who are not co-authors of this paper. These
experts are two professors (P1 and P2) of communication and media
studies and one professor (P3) of business intelligence and analytics.
These experts are highly proficient in analyzing Twitter data and us-
ing basic charts such as scatterplots and line charts in teaching and
research. Each interview took about 60 minutes (10 minutes of system



demonstration, 30 minutes of case study and free exploration, and 20
minutes of post-interview discussion).

User P1 and P2 were impressed with the unique way of visualizing
opinion diffusion. They confirmed the usefulness and effectiveness of
combining opinion diffusion with user flow, which provides rich and
necessary context for the analysis. User P1 appreciated the capabil-
ity of OpinionFlow to support interactive exploration and analysis of
opinion diffusion on Twitter. He further added that by interactively se-
lecting a user and showing his detailed opinion propagation path, one
can help unfold the patterns and gain insights into them. The “what
if” feature was received well by the two other users, but User P1 had
some concerns over its usefulness in practice. He commented that it
would be more useful if the system can support word-level/ sentence-
level analysis and prediction of opinion diffusion analysis rather than
simply modifying the opinion of a user. User P2 commented, “Opin-
ionFlow borrows the metaphor similar to ripples in water to visually
encode the opinion diffusion. It is very intuitive to use and easy to
understand.” He pointed out that the analysis and comparison of opin-
ion diffusion in multiple topics could enable him to better understand
the framing effect in communication research. However, he also com-
mented that although the system is valuable for expert users, it may be
complex for general users who may not have computer science back-
ground. He further stated that the visual analysis system can be used
by most people after they undergo a brief training.

User P3 highly appreciated the system and confirmed the usefulness
of OpinionFlow in business intelligence. After the system demon-
stration, he immediately pointed out several potential applications for
OpinionFlow including social media advertising and marketing, cus-
tomer relationship management, crisis communication, and govern-
ment intelligence. He commented, “The visualization is engaging and
compelling. It is a great way to display dynamic opinion diffusion.”
He also appreciated the hierarchical organization and visualization of
the topics, which, in his opinion, could help meet the needs of different
users. He particularly liked the “what if” feature supported by Opin-
ionFlow, which he said could be extremely helpful for education in
business intelligence. User P3 suggested extending the system to sup-
port opinion analysis by using streaming tweets. While he agreed with
the effectiveness of the user influence measurement based on Klout
score, he suggested that it might also be useful to measure user influ-
ence locally based on retweet and follower counts in each topic.

7.3 Discussion

The case studies and user feedback confirm the effectiveness and use-
fulness of OpinionFlow. However, there are still some limitations.

Although the evaluation (in Section 5.3) proved the effectiveness
of the opinion diffusion model, the model mainly captures the im-
plicit flow of opinions. It does not consider relationships among
users because extracting relationships from Twitter is time consum-
ing. Moreover, even if we could obtain the relationship between any
two users, the extracted relationship might be different from the rela-
tionship when the event first occurred. We will study the possibility of
incorporating retweet relationships among users to improve our model.

We alter the shape of the basic Gaussian kernel into a bullet that
visually represents the opinion diffusion direction of a user. As the
kernel can influence all of its surrounding areas, it may appear that
there is a backward influence (which is impossible). That is, the areas
to the left of the kernel are also influenced by the kernel. To resolve the
ambiguity, we choose a proper parameter (sigma in Equation (5)) to
ensure that the generated kernel decays very quickly to the areas on the
left. Thus, the impact of the kernel on those areas can be ignored. In
our case studies, we did not find misleading patterns that were caused
by this problem. We plan to study how to create an ambiguity-free
kernel for drawing opinion diffusion.

Our system only visualizes the user migration between subtopics
of the same higher level topic. It would be straightforward to extend
our system to visualize user migration between subtopics of different
higher level topics. However, the benefits and use scenarios of this
feature are still unclear. Furthermore, this feature could lead to visual
clutter because there would be too many topic strips and transition

lines as well as the crossings between the strips and transitions. We
will continue to work with domain experts and seek their suggestion
with respect to this feature, and develop an effective layout algorithm
to reduce visual clutter if domain experts prefer the feature.

The system can also be used by non-expert users after they undergo
a brief training session. Nevertheless, finding insightful patterns be-
yond opinions (i.e., the reason why an opinion is changing) is non-
trivial. This is similar to creating/editing pictures using Adobe Photo-
Shop. It would be easy and intuitive for general users to use the ba-
sic features of PhotoShop such as rotation or scaling to edit pictures.
However, creating fantastic image effects requires a lot of effort even
for expert users. Similarly, our system is easy to use for finding some
basic patterns (such as opinion distribution in a topic strip). Gaining
insights into the patterns would require more effort. According to the
feedback from domain experts, the system is valuable and useful for
discovering meaningful patterns. In the future, we plan to conduct a
formal user study and systematically evaluate the level of difficulty of
using this system to find insightful patterns.

The visual representation displays the overall opinion diffusion by
aggregating kernels using KDE. It does not introduce explicit uncer-
tainties. However, the kernel aggregation also means that smaller (or
less significant) flows may be overwhelmed by larger (or more signif-
icant) flows. This may therefore introduce implicit uncertainties. The
uncertainties can be resolved to some extent by our rich set of user
interactions, which enable users to examine the smaller flows of in-
dividual users by tracing the influence of users on opinion diffusion
(Section 6.2.4). In the future, we will further study this issue and im-
prove the current design to visually encode the uncertainties as well.

The overview visualization (density map) can intuitively convey
the following information: (a) overall picture of positive and negative
opinion distribution in each topic; (b) overall picture of opinion diffu-
sion among topics in each topic; (c) overall picture of user transition
between topics. The opinion flow visualization shows when and where
an opinion is changing and thus it serves as a starting point for inves-
tigative analysis. When a user finds an interesting pattern, the user can
directly interact with the opinion visualization (See Section 6.2.4 for a
rich set of user interactions) for in-depth analysis and understand how
and why the opinion is changing. From this view point, the overview
visualization does not only convey the overall picture of opinion distri-
bution and diffusion patterns, but is also used as a critically important
component for analysts to start an investigative analysis.

8 CONCLUSION AND FUTURE WORK

This paper presents a visual analysis system called OpinionFlow,
which enables analysts to visually explore and trace opinion diffusion
on Twitter. We enhance a model borrowed from information diffusion
to estimate the diffusion of opinions among users. The model is inte-
grated with a new visualization technique to display opinion diffusion.
The proposed system allows a user to explore opinion diffusion across
a relatively large number of users using a hierarchical topic structure
built by BRT. By integrating data analysis models and interactive vi-
sualizations, the system allows users to unfold discovered patterns, to
form various hypotheses regarding opinion diffusion patterns, and to
validate hypotheses through interactions with the visualizations. In
the future, we plan to improve system performance by implementing
parallel algorithms of data analysis such as parallel BRT, so that we
can deploy the system on the Web. Although it is designed for expert
users, we believe the system can benefit users who are interested in
opinions diffusion on social media. We intend to invite more users to
use our system and conduct a formal user study in the future.
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